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Abstract 
 
This research presents a comparative analysis of non-stationary spatial data segmentation techniques 
such as fixed-length and dynamic segmentation based feature extraction efficiency. The study utilizes 5 
miles of railway track geometry data, a non-stationary spatial dataset, to assess the effectiveness of both 
segmentation approaches. The profile (vertical alignment) of the track geometry is used for this purpose. 
For fixed-length segmentation, the track data is divided into segments of 264 feet (1/20th of a mile), 
resulting in about 102 segments. Dynamic segmentation is performed using an "l2" model-based change 
point detection algorithm, which adapts to natural variations in the signal. Key features such as standard 
deviation, kurtosis, and energy are extracted from both segmentation methods. Performance is evaluated 
based on multiple criteria, including the discriminative power of the features for classifying track safety 
and ride-quality conditions using statistical tests such as the f-test and Fisher score, consistency or signal 
quality across segments, measured using the variance of the signal-to-noise ratio (SNR), computational 
efficiency in terms of run-time and memory usage. Results indicate that, features from fixed-length 
segments have demonstrated better discriminative power between safety and ride quality classes, with 
higher Fisher scores and f-values showing strong statistical significance (𝑝 < 0.05). Additionally, fixed-
length segmentation has shown a better performance with lower run-time and stable signal power across 
segments. 
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Introduction 
 
Background 
 Data segmentation refers to the process of dividing large data in to small segments for targeted 
analysis. Breaking the data into smaller sections facilitates analysis by isolating specific events, 
anomalies, or trends that contribute to better decision-making and more targeted results. This is 
particularly important in the analysis of non-stationary, spatial data for localized analysis and more 
accurate feature extraction. The non-stationary characteristics of a spatial data such as railway track 
geometry signal where patterns and structural changes occur unpredictably pose unique challenges in 
data processing and feature extraction. Non-stationarity refers to the variability of statistical properties 
of the data along the track length. The deterioration of track conditions, often exacerbated by frequent 
train passage and track bed deformation, further contributes to the non- stationary characteristics of the 
data (Chen et al. 2018). Applying different segmentation techniques to such data, helps explore and 
validate methods for effectively capturing critical features that reflect the actual condition of the track, 
leading to more accurate diagnostics and predictive maintenance strategies. This makes railway track 
geometry a compelling case study for advancing segmentation methods and improving analytical 
approaches in handling non-stationary spatial data across various applications. 
 
 Studies highlight the influence of analytical segment length on the assessment of track quality. 
Longer analytical segments can improve precision in track quality assessments through a Zero- 
crossings segmentation strategy (Dawod and Terdik 2024). This approach allows for a more refined 
analysis of track conditions, suggesting that while shorter segments may enhance resolution, longer 
segments can provide a broader context for understanding track behavior. This duality indicates that the 
choice of segment length should be tailored to the specific goals of the assessment, balancing detail with 
overall track performance analysis. Li et al. propose a model that divides continuous track lines into 
adjacent segments of equal length for health evaluation. Their work illustrates that the segmentation 
approach can significantly influence the derived health indices, which are crucial for resource allocation 
and maintenance scheduling (Li et al. 2019). This aligns with the findings of Offenbacher et al., who 
discuss the development of various Track Quality Indices (TQIs) that integrate multiple geometry 
parameters, suggesting that the mathematical modeling of these indices is sensitive to the segment 
lengths used in the analysis (Offenbacher et al. 2020). Another study also reinforces the idea that TQIs, 
which rely on the standard deviations of measured parameters, are influenced by the segment length 
(Karunianingrum and Widyastuti 2020). Their findings indicate that a comprehensive assessment of 
track quality should consider the segment length to ensure accurate performance indicators. 
 
 The two widely applicable types of segmentation are fixed-length and dynamic (or adaptive) 
segmentations. Fixed-length divides the data into segments of equal size, while dynamic segmentation 
adjusts the segmentation boundaries to accommodate the natural variations within the data. Dynamic 
segmentation offers flexibility that can be advantageous in handling non- stationary data. Studies 
propose a method that adapts segment lengths based on local signal characteristics, which can lead to 
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more accurate decompositions of signals (Ghoraani and Krishnan 2012). Jiang et al. propose a new 
filtering and smoothing algorithm for railway track surveying that utilizes inertial measurement units 
(IMUs) and odometer data. Their findings suggest that the dynamic nature of railway track conditions 
necessitates a flexible segmentation approach to accurately monitor track deformations and irregularities 
(Jiang et al. 2017). Fixed-length segmentation has also shown to provide robust performance in various 
applications such as voice activity detection (VAD), automatic speech recognition (ASR) and speech 
translation tasks (Gaido et al. 2021; Kamper et al. 2014). Famili et al. argues, the use of fixed segments 
simplifies the complexity of data processing by facilitating direct comparisons over time while 
maintaining spatial integrity (Famili et al. 2019). Fixed-length segments provided consistent results 
when evaluating track quality indices, suggesting that a uniform segment length can enhance the 
reliability of feature extraction in spatial datasets (Majstorović et al. 2022). The findings by Zarembski 
et al. also suggested that consistent data segmentation can lead to better predictive modeling of track 
geometry exceptions (Zarembski, Palese, and Euston 2017). Gao et al. argue that fixed-length 
segmentation allows for easier comparison and analysis of mechanical motion curves, thereby 
facilitating more accurate fault diagnosis in the intelligent diagnosis for railway turnout switches (Gao et 
al. 2022). Putra et al. also highlighted the necessity of fixed-length segments for feature extraction in 
accelerometer-based fall detection systems. They argue that fixed-length overlapping or non-overlapping 
sliding windows are essential for effective data 
 segmentation, which can be extrapolated to other domains, including railway track data analysis (Putra 
et al. 2018). 
 
 The choice between fixed length and dynamic segmentation depends on the type of data to be 
analyzed and the specific goals of the analysis. In the context of railway track geometry data, evaluating 
these segmentation techniques is crucial for understanding their performance, particularly in tasks 
related to feature extraction. Previous studies have primarily focused on evaluating data segmentation to 
assess track quality indices and modeling geometry exceptions. This research aims to systematically 
compare the effectiveness of these two methods in extracting features that are essential for assessing the 
overall condition of the track, such as standard deviation and energy, as well as identifying defects 
through extreme values (minimum and maximum amplitudes) and kurtosis from the geometry data. The 
scope of this study is limited to employing equal-length, non-overlapping segments for the fixed-length 
method and utilizing change point detection based on the “l2” model for dynamic segmentation. 
 
Track Geometry 

The geometry of the railroad track in space is mainly described by parameters such as 
surface/profile, alignment, gage, cross-level, twist, curvature, superelevation and warp. Profile 
describes the change in elevation of the rail surface in the vertical plane over a track length. Alinement 
refers to the layout of the track in the horizontal plane. Gage refers to the distance between the face of 
the rails at a distance of 5/8” below the top of the rail. The 5/8” value is based on typical contact location 
of the wheel flange. Cross-level refers to the difference in height between the two adjacent rails at any 
given point along the track. Twist refers to the algebraic difference of two cross level measurements a 
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defined distance apart, typically 31’ or 62’. Warp refers to the algebraic difference of the maximum and 
minimum cross level measurements within a defined window, typically 31’ or 62’. 

 

Figure 1: Schematic diagram of track geometry parameters (Lasisi & Attoh-Okine, 2019) 
 

 Effective analysis of railroad geometry data is crucial for identifying defects, enabling proactive 
maintenance planning and ensuring the safety of railway operations. Studies show that geometry defects 
and broken rail are the leading causes of freight derailments for major US railroads (Liu 2017). 
According to the train accident statistics by the Federal Railroad Administration (FRA) over the past 10 
years, track failure is one of the leading causes of train derailments in the United States. Figure 2 shows 
the FRA’s number of reported track related derailments in the US in the last ten years. Several studies 
have demonstrated that railway track irregularities, influenced by both vehicle dynamics and natural 
degradation, directly affect the operational safety of trains (Zhang, Cui, and Huang 2021; Lv et al. 2024). 
Furthermore, the statistical analysis of train derailment incidents by Liu et al. demonstrates a correlation 
between deteriorating track conditions and increased accident rates, noting that variations in track 
characteristics contribute significantly to accidents (Liu, Saat, and Barkan 2012). 
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Figure 2: Number of derailments by track related causes 
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Methodology 
 
About The Data 

This study utilizes five miles of track geometry data obtained from a mainline heavy axle load, 
Class 4 freight track. The geometry data includes the vertical alignment (profile), the horizontal 
alignment, gauge, cross-level and twist of the track. Track geometry data serves as an ideal subject for 
studying segmentation of non-stationary spatial data due to its intrinsic variability and complex nature. 
In addition to track geometry data, ten years (2014–2023) of train accident report obtained from the 
FRA’s Office of Safety Analysis was utilized in this research. The FRA train accident database 
documents track related accidents under five categories. These are roadbed, defects, track geometry 
defects, rail and joint defects, frog, switch and track appliance defects, and way and structure defects. 
Analyzing this accident data is crucial for understanding how irregularities in track geometry contribute 
to train accidents, highlighting the critical role that precise data segmentation plays in identifying and 
mitigating these risks. 

 
Data Segmentation 

 
Fixed-Length Segmentation 

Fixed-length segmentation involves dividing a continuous stream of data into uniform non- 
overlapping sections for further analysis. This approach ensures that each segment contains a similar 
number of observations, simplifying the comparison of track conditions across different sections (Famili 
et al. 2019). This method is particularly effective when there is a need to apply machine learning 
algorithms, which benefits from consistent input sizes across training samples. Mathematically, fixed-
length segmentation can be represented as follows: Let the non-stationary spatial signal be represented 
as, 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, where 𝑛 is the total number of data points. The signal is divided into 𝑚 
segments of equal length, 𝑙, such that: Segment 1: {𝑥1, 𝑥2, . . . , 𝑥𝑙}, Segment 2: {𝑥𝑙+1, 𝑥𝑙+2, . . . , 𝑥2𝑙} 
... Segment 𝑚: {𝑥(𝑚−1)𝑙+1, 𝑥(𝑚−1)𝑙+2, . . . , 𝑥𝑛} where 𝑚 = 𝑛/𝑙, and 𝑙 is the predefined segment 
length.  

 
Dynamic Segmentation 
 Dynamic segmentation creates segments of varying lengths to accommodate the data's inherent 
fluctuation. The "𝑙2" model-based change point detection algorithm is a data-driven approach that adapts 
the segment lengths based on the local characteristics of the signal (Jaramillo, Nielsen, and Christensen 
2021). Let the non-stationary spatial signal be represented as a time series, 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, where 
𝑛 is the total number of data points. The algorithm seeks to find the optimal set of change points, 𝑘 = 
{𝑘1, 𝑘2, . . . , 𝑘𝑚}, where 𝑚 is the number of change points, such that the following cost function is 
minimized: 
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𝐾 𝑡𝑘 

𝐶(𝐾) = ∑ ∑ (𝑥𝑡 − 𝑥̂𝑘 )2 
𝑘=1 𝑡=𝑡𝑘−1+1 

 
(1) 

where: 

• 𝐾 is the number of change points. 
• {𝑡1, 𝑡2, . . . , 𝑡𝐾} are the change point positions. 
• 𝑥̂𝑘 is the mean of the signal in segment 𝑘, which is typically estimated as the average of 

𝑥𝑡values within the segment 𝑘. 
• 𝑡𝑘−1 and 𝑡𝑘 define the boundaries of each segment. 

 
The algorithm iteratively searches for the optimal set of change points that minimize the overall 

cost function, adapting the segment lengths based on the local signal characteristics. The "l2" model, 
which is based on detecting changes in the mean of the signal, is a practical and efficient choice for 
many applications, particularly when working with large datasets such as track geometry data. This 
model primarily focuses on detecting mean shifts within segments and does not explicitly account for 
other statistical properties such as variance or assume full stationarity within a segment. This means that 
while it effectively identifies sudden mean changes, it may overlook variations in dispersion or higher-
order statistical properties, limiting its ability to capture more complex signal behaviors. It struggles to 
detect gradual trends rather than high-frequency fluctuations. Since it is designed to identify abrupt 
changes in the mean, slow, continuous shifts in the signal might not be recognized as distinct change 
points. In contrast, high-frequency fluctuations, if they cause noticeable mean shifts, are more likely to 
be detected by the algorithm. 

 
Unlike more complex non-linear models such as "rbf," which require substantial computational 

resources and can run into memory issues, the "l2" model is computationally lightweight. It provides a 
good trade-off by capturing important changes in the signal without the need for expensive kernel 
computations or high memory usage. While the "l2" model may not detect highly non-linear changes 
with the same precision as the "rbf" model, it is often sufficient for detecting significant transitions, 
making it ideal for real-time applications or large-scale analyses. By leveraging the advantages of 
dynamic segmentation while maintaining a low computational footprint, the "l2" model strikes a balance 
between accuracy and efficiency, offering a robust solution without requiring costly resources. 

 
Feature Extraction 

This research attempts to explore whether segmentation techniques offer more dependable and 
discriminative features for assessing track quality and safety by concentrating on feature extraction from 
both fixed-length and variable-length segments. Several assets of the signal's unpredictability, 
dispersion, and strength can be captured by the chosen characteristics, which include energy, kurtosis, 
and standard deviation. These characteristics are examined to determine how well they capture the 
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𝑖=1					n	

track's underlying conditions and how well they serve to highlight locations that might need 
maintenance or provide safety hazards. Extreme values (min/max) help identify the most severe 
deviations in track geometry, highlighting critical defects such as sudden dips or peaks that could 
compromise train stability. Standard deviation measures the variability in track geometry while energy 
quantifies the overall intensity of track irregularities. Both standard deviation and energy help assess 
the general trends in the track geometry data. Skewness helps assess the asymmetry of track deviations, 
identifying whether track irregularities are biased toward one direction. Kurtosis detects transient defects 
by highlighting segments with extreme outliers, such as sudden bumps or cracks. 

 
Extreme Values 

Extreme values (minimum and maximum) are useful statistical features that can be extracted 
from non-stationary spatial data, such as railroad track geometry. The minimum value, denoted as 
𝑥_𝑚𝑖𝑛, is the smallest value in the dataset. Minimum value can be expressed as: 𝑥𝑚𝑖𝑛 = 𝑚𝑖𝑛{𝑥1, 𝑥2, . 
. . , 𝑥𝑛}. It represents the lowest point or the most extreme low value in the spatial signal. The maximum 
value, denoted as 𝑥𝑚𝑎𝑥 , is the largest value in the dataset. The maximum value can be expressed as: 
𝑥𝑚𝑎𝑥 = 𝑚𝑎𝑥{𝑥1, 𝑥2, . . . , 𝑥𝑛}. It represents the highest point or the most extreme high value in the 
spatial signal. 

 
Standard Deviation 

Standard deviation is a statistical feature that quantifies the amount of variability or dispersion 
in a set of data values. It indicates how much the individual data points in a dataset deviate from the 
mean (average) value of the dataset. A higher standard deviation indicates more spread out data, 
while a lower standard deviation indicates that the data points are closer to the mean. 

 
 

∑𝑛  (𝑥 − 𝑥̅)2 
𝑆𝐷 = √  𝑖=1 𝑖  

𝑛 − 1 
 

(2) 
 
Where 𝑛 represent the total number of data points in the dataset, 𝑥𝑖 represents each individual data point 
and 𝑥̅ represents the mean of the dataset, calculated as  𝑥̅	=	 ∑𝑛	(𝑥𝑖−𝑥̅)	
	
	
Energy

Energy is the measure that quantifies the total magnitude of a signal or a dataset. It 
provides a sense of how "strong" or "intense" the signal is over its duration/distance or over the 
dataset's range. 
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𝑁−1 

𝐸𝑛𝑒𝑟𝑔𝑦 (𝐸) = ∑|𝑥[𝑛]|2 
𝑛=0 

 
(3) 

𝑥𝑖 represents the value of the signal at the 𝑖𝑡ℎ point. 𝑁 is the total number of points in the signal or 
dataset. The absolute value squared |𝑥𝑖|2 ensures that all contributions are positive, emphasizing 
the magnitude of each point without regard to its direction. 
 
Skewness 

Skewness is a statistical measure that describes the asymmetry of the distribution of values 
in a dataset relative to its mean. It quantifies how much the distribution of the dataset leans to the 
left or right, providing an indication of the deviation from a normal distribution. 

 
 

 𝑁 ∑𝑁 (𝑥𝑖 − 𝑥̅)3 
𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 = 𝑖=1  

(𝑁 − 1)(𝑁 − 2)𝑠3 
(4) 

 
𝑥𝑖 represents the individual values in the dataset, 𝑥̅ is the mean of the dataset, 𝑠 is the standard 
deviation, 𝑁 is the number of data points. 
 
Kurtosis 

Kurtosis measures the shape and spread of the decomposed signal. It is significant for 
detecting transient defects because it identifies sharp, isolated deviations from the normal track 
condition. High kurtosis might indicate the presence of transient events or defects. It can also be 
an indicator for a greater prevalence of outliers, which can be important for detecting transient 
events in the signal. 

 
𝑁 

𝑁  𝑥𝑖 − 𝜇 4 
𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 = (𝑁 − 1)(𝑁 − 2) ∑ ( 𝜎 ) − 3 

𝑖=1 

 

(5) 

where 𝑥𝑖 represents each individual data point in the dataset, 𝜇 is the mean of the data points and 
𝜎 is the standard deviation of the data points. 

 
The extracted features are evaluated within individual segments rather than across multiple 

segments. Since segmentation techniques divide the track into distinct sections, statistical features 
are calculated per segment to capture localized track conditions. This segmentation-based 
evaluation ensures that track maintenance efforts can be targeted at specific problematic areas 
rather than averaging out anomalies across the entire dataset. 
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Scope and Limitation of the Study 
  
 In this research, for the fixed-length method, a predefined segment length of 264 𝑓𝑡 (1/20𝑡ℎ 
𝑜𝑓 𝑎 𝑚𝑖𝑙𝑒) is utilized, a standard measurement frequently employed in railway track condition 
assessments. The choice of this specific length aims to align the study with industry practices, 
facilitating relevant and actionable insights. On the other hand, the dynamic segmentation approach 
employs a change point detection algorithm based on the "𝑙2" model. This model was selected for 
its computational efficiency, providing a robust framework for identifying significant changes in 
the data. While this study provides a thorough comparison of fixed-length and dynamic 
segmentation methods, it acknowledges certain limitations. The use of the "𝑙2" model for dynamic 
segmentation, while efficient, might not capture as complex changes in data as other models, such 
as the radial basis function ("𝑟𝑏𝑓"). Therefore, the results might not generalize to scenarios where 
more sophisticated change point detection is required. Future research could extend this work by 
exploring the "𝑟𝑏𝑓" model or other advanced dynamic segmentation algorithms. Such 
investigations could offer a broader understanding of how different segmentation strategies 
perform across a wider range of non-stationary spatial data scenarios. 
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Exploratory Data Analysis (EDA) 
 
A Line Plot of Track Irregularities 

The line plot indicated in Figure 3 shows the amplitude of the profile irregularities for the 
five miles track under study. Visual inspection of this plot reveals that the first two miles of this 
track contains multiple sharp spikes with large amplitudes which indicates that this section of the 
track is very rough compared to the last three miles which looks fairly smooth. This variation in 
the amplitude of the profile irregularities between track sections will have an implication in the 
dynamic segmentation of the track. The rougher sections with high amplitude and frequent changes 
might be segmented into shorter lengths to capture detailed variations and pinpoint specific issues. 
In smoother sections, longer segments could suffice as these areas show less variability and might 
not require as granular an analysis, leading to more efficient data processing and analysis. 

 
 

Figure 3: Line graph for Left Profile Signal 
 
Distribution of the Profile Signal 
 
 The histogram in Figure 4 illustrates the distribution of "LProf62" values, which is centered 
around the mean of 0. The distribution is markedly symmetric and exhibits a bell-shaped curve, 
typical of a normal distribution. Both tails extend towards the -2 and 2 extremes but with 
significantly lower frequencies, suggesting that extreme values are relatively rare. This pattern 
highlights the general stability of the "LProf62" values, with most deviations being minor and 
suggesting that any significant deviations might be anomalies or indicative of specific areas of 
concern along the profile being analyzed. With the majority of data points falling close to zero and 
showing minimal variability, the thresholds for defining segments in dynamic segmentation can be 
set based on deviations from the mean. 
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Figure 4: Distribution of the Left Profile Signal 

 

Results and Discussion 
In the case of fixed-length segmentation, the left profile signal (LPof62’) for the 5 miles 

(26,944 ft) track was divided into a predefined length of 1/20th of a mile (264 feet) which generates 
102 segments with varying signal characteristics. Each segment contains 264 points, except for the 
last segment, which contains 248 data points due to the track length not being perfectly divisible 
by the segment length. In the case of dynamic segmentation, “l2” model based change point 
detection algorithm was utilized to generate about 48 segments from the same track. Figure 5 and 
Figure 6 show the fixed length and dynamic (variable length) segments of sample 1mile track. 

 

Figure 5: Fixed-length segmentation 



 
 
Pittsburgh Undergraduate Review  Vol. IV No. 1 | Fall/Winter 2024-25 
 

DOI: 10.5195/pur.2025.102 13 

 
Figure 6: Dynamic (variable-length) Segmentation 

 
The performance of each segmentation methods was evaluated based on (1) computational 

efficiency of the method, (2) signal/data stability across segments and (3) discriminability of each 
method. Computational efficiency was measured based on metrics such as run-time and memory 
usage of each segmentation method. The stability or consistency of the signals across the segments 
during the segmentation process was measured using the signal-to-noise ratio of each segments. 
The discriminative power of features extracted from each segmentation method was measured 
using statistical tests such as Fisher-score and f-test. 

 
Correlation Analysis 

The correlation matrices depicted in Figures 7 and 8 illustrate the relationships between 
features extracted from fixed-length and dynamic (variable-length) segments, respectively. 
Notably, certain features in the fixed-length segments display stronger correlations. For example, 
the standard deviation, a key statistical measure often utilized as a Track Quality Index (TQI) for 
assessing track conditions in the railroad industry (Offenbacher et al. 2020), shows a pronounced 
correlation with both the energy and the extreme values (minimum and maximum) of the 
geometry variable under analysis. This reflects expected behavior in practical track data 
scenarios, where these features often vary together indicating similar influences from track 
conditions. 
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Figure 7: Correlation between Features Generated by Fixed-Length Method 
 
 

The analysis of features from dynamic segmentation, as indicated by the correlation matrix 
in Figure 8, shows unexpected patterns compared to fixed-length segmentation. Notably, the 
moderate correlation of 0.62 between energy and kurtosis isn't considered significant, contrasting 
with typically stronger correlations seen in fixed methods, such as between standard deviation, 
energy, and amplitude extremes. The lower correlations involving standard deviation in dynamic 
segmentation suggest it may capture localized track conditions more distinctly, differing from the 
global trends highlighted in fixed-length methods. These findings may prompt a reevaluation of 
how metrics from dynamic segmentation are used in track maintenance and assessment. 

 

 
Figure 8: Correlation between Features Generated by Dynamic Method 



 
 
Pittsburgh Undergraduate Review  Vol. IV No. 1 | Fall/Winter 2024-25 
 

DOI: 10.5195/pur.2025.102 15 

 
Discriminative Power (statistical Test) 

All the segments in the five track mile data were classified into two categories (ride quality 
and safety) based on the FRA’s safety standard for class 6 track. The safety threshold stated in this 
standard stipulates the amplitude exceedance of 0.75 inches for a profile (vertical alignment). 
Segment with the amplitude of the profile signal exceeding 0.75 𝑖𝑛𝑐ℎ𝑒𝑠 were labelled as a ‘safety’ 
and those with amplitude values under 0.75 𝑖𝑛𝑐ℎ𝑒𝑠 were labelled as a ‘ride quality’ class. Metrics 
such as Fisher Score and F-test were used to evaluate how well the extracted features from each 
segmentation method differentiate between ride quality and safety segments. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Ride Quality and Safety classes of the track segments 
 

The minimum and maximum values, standard deviation, energy, kurtosis and skewness 
were extracted from both fixed-length and dynamic segments. The f-value, derived from ANOVA 
(Analysis of Variance), quantifies the degree to which these features vary between safety and ride 
quality groups compared to the variation within each group. It provides a ratio of between-group 
variance to within-group variance, where higher values indicate better discriminability. Similarly, 
Fisher-score measures the separation between classes (safety and ride quality) by calculating the 
ratio of the variance between the classes to the variance within the classes for each feature. Table 
1 shows the summary of these statistical tests for both segmentation techniques. 
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Table 1: Feature Discriminability 

 
 Fixed-Length Dynamic (Variable-Length) 

Fisher-score f-value p-value Fisher-score f-value p-value 
Min 1.68 168.36 3.66E-23 0.01 0.4875 0.4886 
Max 1.66 165.70 6.04E-23 0.005 0.0241 0.8772 
Std. dev 1.66 165.62 6.13E-23 0.06 2.76 0.10 
Energy 0.59 58.53 1.27E-11 0.02 0.83 0.37 
Kurtosis 0.11 10.70 0.001471 0.003 0.13 0.72 
Skewness 0.04 3.72 0.06 0.004 0.18 0.68 



 
 
Pittsburgh Undergraduate Review  Vol. IV No. 1 | Fall/Winter 2024-25 
 

DOI: 10.5195/pur.2025.102 17 

This result shows across all features, the fixed-length method constantly exhibits a larger 
Fisher score and F-value, highlighting its greater discriminatory potential. Features from the 
dynamic segmentation method on the other hand, resulted in far lower Fisher-score and F-values. 
These low values imply that the dynamic method's feature contribution is not sufficiently variable, 
which reduces its capacity to discriminate between the two classes. Considering the confidence 
interval of 95%, in the case of the fixed-length segmentation method, the 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 associated 
to the f-test came under 0.05 indicating a strong statistical significance. However, in the case of 
dynamic segmentation method the 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 for all the features are above 0.05, indicating a lack 
of statistical significance in distinguishing between safety and ride quality classes. 

In fixed-length segmentation, when calculating the Fisher score, which assesses the ratio 
of between-class variance to within-class variance for each feature, consistent segment sizes can 
enhance the ability to distinguish between the ride quality and safety classes. Variations within 
segments are minimized relative to variations between segments, enhancing class discriminability. 
In dynamic segmentation, if change points coincide with or are triggered by outliers, the resulting 
segments might not accurately reflect the general condition of the track. This can affect the 
calculated features, leading them to capture these extremes rather than the typical conditions, 
potentially reducing their discriminative power as measured by Fisher scores. The other 
explanation is the fact that the “l2” model in dynamic segmentation is sensitive to noise in data, 
which might lead to identifying too many change points in noisy data scenarios. This can fragment 
the data excessively, reducing the effectiveness of the features extracted from these segments. The 
Fisher score and F-test (ANOVA) are appropriate for evaluating feature discriminability but may 
not fully capture the advantages of adaptive segmentation. These tests focus on global statistical 
differences, whereas dynamic segmentation is designed to detect localized changes. In real-world 
track condition monitoring, a combination of segmentation methods might be optimal fixed-length 
for consistent statistical evaluation and dynamic segmentation for identifying localized defects. 

 

 
Computational efficiency 

Table 2 shows the summary of results for the for the performance metrics that evaluates 
computational efficiency and signal stability of the fixed-length and dynamic segmentation 
techniques. 

Table 2: Computational Efficiency and Signal Stability 
 

 Fixed-length Dynamic (variable-length) 
Run Time (sec) 0.2 306 
Memory Usage (MB) 1.66 1.65 
SNR (std. dev) 0.09 2.2 

 
The change point detection algorithm (“l2” model), used for dynamic segmentation, 

exhibits poor computational efficiency, with a total run-time of 306 seconds to process five miles 
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track compared to just 0.2 seconds for the fixed-length approach. The dynamic segmentation’s 
complexity, which could include extra calculations, iterative procedures, or adaptive mechanisms 
that lengthen processing times, could be the cause of the significant discrepancy. Both methods 
used almost the same amount of memory, being 1.66 MB for the fixed system and 1.65 MB for 
the dynamic segmentation processes. Despite the large difference in run time, the small difference 
in memory usage indicates that both methods are efficiently tuned, with no visible memory 
consumption tradeoff. This finding suggests that higher memory needs are not the cause of the 
dynamic system's longer run time. The significant difference in run time underscores the high 
computational complexity of the change point detection method, which requires more processing 
time to adaptively identify segments based on signal changes. This makes it less practical for large 
datasets or real-time applications. 

 
 

Signal Stability 
 

 With a significantly lower signal-to-noise ratio (SNR) standard deviation of 0.09, the fixed-
length system exhibits higher signal reliability and consistency across segments. On the other hand, 
the dynamic segmentation method exhibits greater inconsistency in signal performance, as evidenced 
by its higher deviation of 2.2 shown in (Table 2). This instability in signal power across segments 
using the "𝑙2" model based change point detection algorithm suggests that the dynamically divided 
segments may not consistently capture meaningful signal patterns, leading to increased noise and 
variability. In contrast, the fixed-length method shows much more stable signal power, with a lower 
SNR variation across segments. 

The results discussed above suggest that the fixed-length segmentation method is more 
effective and statistically reliable compared to the dynamic method, which employs the 'l2' model- 
based change point detection, for applications that require feature extraction and discrimination 
between different classes for this type of data. Fixed-length segmentation produces stable and 
comparable segments, leading to statistically significant differences between track conditions. This 
method ensures that extracted features remain consistent, improving discriminability between safety-
critical and ride quality sections. Dynamic segmentation, despite its lower Fisher scores and F-
values, remains useful in scenarios where feature variation is more meaningful for identifying 
defects, such as capturing localized anomalies that might not be detected in uniform- length 
segments. However, its computational complexity and segment inconsistency make it less practical 
for large-scale applications. 
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Conclusion and Future Directions 
Fixed-length data segmentation has proven to be a more efficient and reliable method, 

providing better discriminative power, data stability and faster computation time compared to the 
dynamic method that utilizes “l2” model based change point detection algorithm. For the non- 
stationary spatial signals, such as railway track geometry data, the use of "l2" model based change 
point detection algorithm for feature extraction has shown poor performance. While this method 
theoretically offers flexibility by adapting to natural signal variations, it struggles to maintain 
consistent signal power across segments and fails to effectively distinguish between safety and 
ride quality features. Furthermore, its high computational cost and inconsistency in signal 
segmentation severely limit its practical utility in railroad applications, in particular feature 
extraction tasks. However, caution should be exercised not to overly generalize these results, due 
to the sensitivity to the type of data used and the specific model employed in the change point 
detection algorithm in dynamic segmentation. Future research should focus on exploring 
alternative adaptive models, such as Bayesian or machine learning-based approaches, to improve 
the accuracy and efficiency of dynamic segmentation for non-stationary spatial da
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